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Motivation

¢ Smart Critical Infrastructures

— Advances in sensors, networks, controls,
cyberphysical systems, data integration
and analytics is leading to smart
infrastructures.

* Smart Transportation Systems, Smart Buildings,
Smart Water Systems, etc = Smart Cities

— Smart Infrastructures depend on both
power and information and
communications technology (ICT).

— Vulnerable to natural disasters and extreme weather
(e.g, hurricanes, earthquakes, tornados, wind
storms, ice storms, etc.).

— Increasing rate of extreme weather events =»Smart
Critical Infrastructures need resilience
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Smart Infrastructure Resilience

e QGoal

Provide smart infrastructures power and ICT support and the public emergency
communications after natural disasters in a specific geographic district of a city —
safe havens for the community — some acceptable level of infrastructure operation

* Approach n—

— Electrical Microgrids to provide power in a
specific area |

— Leverage existing cellular networks in area :
powered by microgrid st ey
* Cell phones universal use by public /\\""/: »
N

Micngid

L 4T

¢ Critical infrastructure components can be
equipped with cellular as backup — some

applications already moving to LTE-M, NB-IoT

Ifrastructure 3

* Self configure into a multi-hop mesh network

— Edge computing deployed in powered area to
control/operate smart infrastructures and cell
network

*A. Algahtani, et. al, “Disaster Recovery Power and Communications for Smart Critical Infrastructures”
Proceedings IEEE International Conference on Communications (ICC 2018), Kansas City, MO, May, 2018.
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Microgrids

e Small scale power system consists of a
set of interconnected loads, local
power source, local power control
system, and possibly energy storage
options

e C(Clearly defined geographic boundary

e Operate connected to the main grid in
supplemental fashion or in island mode
disconnected from the main grid for
extended time periods.

* Microgrid cost is a major issue”

— Advocate community microgrid with
multiple users = costs shared by smart
infrastructure operators =» location
based on critical infrastructure analysis

Mission Critical Loads Mission Priority Loads Non-critical Loads

% A. Alqahtani, D.Tipper and K. Kelly-Pitou, “Locating Microgrids to Improve Smart City Resilience,”
Proceedings of IEEE Resilience Week, Denver, Co, August, 2018.
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Disaster Communication Network

« Multiple overlapping cellular networks — seek to e ekt
leverage this!

« Cell towers often survive disasters = lack of
power and backhaul connectivity/core network

&
—_le{)j

services major problems N
. - 2y TN
* Power some base stations located within el || — y
geographic boundary of a microgrid W &

* Reconfigure base stations into a multi-hop
wireless mesh network across multiple
operators = service to users and smart
infrastructure sensor/components within range

* Edge computing to provide core services to
mesh network (security, addressing, etc. ) and
SDN controller

DRCN 2019 5

Cellular Based Mesh Network Issues
o Seek to form Mesh Network

1. Spectrum

— Pool licensed spectrum across operators

— Reassign bands to create mesh network

— Assign Power levels to maximize
coverage/throughput

2. Reconfiguration of base stations

— Neighbor discovery, service discovery and
support

— Mesh network routing and signaling

3. ECNS

— Emergency Communication Network Server
— Edge computing device to provide core

network services (security, addressing, synch,
PSAP, etc.)

4. Virtual Networks (VNs)

— Use SDN constructs to create VNs slices for
each service/infrastructure — control
= é A Y ' congestion

3 " " eB52 New ceil
mezn linkz = o coverage after
dizazter




Cellular Based Mesh Network Analysis ‘ \.

* Base stations belong to multiple operators pool licensed spectrum
* Map into LTE Resource Blocks (RB): Ims time slot and 180kHz freq
1. Inter links: between base stations — form the mesh network
* Assume line of sight - Free Space Model for signal path loss

2. Intralinks: base station <---> users ‘
* Assume Okumura — Hata Model for path loss ?m
R,
* Want SINR > T for adequate coverage and L & o
communications ™ B

* Analysis in paper relates SINR to transmit
power and path loss and interference

* 3GPP analysis relates SINR to LTE channel
quality index (CQI) which specifies a adaptive ‘
modulation and coding (AMC) — can determine . és A

New cell
rage af

n in bps/hz =» provides data rate for a RB e ’ T o
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Cellular Based Mesh Network Analysis

* Consider two types of traffic
1. Real Time — voice, streaming applications
2. Non-real Time — web browsing, email, many apps, etc
— QoS goals (max delay, min throughput)
* Queueing analysis to determine RBs for each link to meet QoS

* Specifically relate 77 in bps/hz and RBs to throughput

* Real Time (M/D/1) pos BRI for intra-links
(I)u.rt =

Pf)x Rb; —D .. .
/.L;)T]((I)Z))W for inter-links
o :

* Non-real Time (M/G/C - PS)

nRbE (nRY; — K) In(5 i) inra-links
(I)u,nrt =

nRYE (nRb — K) In(=2E ) inter-links
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Cellular Mesh Network Formation

e Optimization Problem (maximize throughput)
A = (Rb2*, Rb¢*, P** | Pe*). maxAil,}lize Z @i,” + q)f‘yn”
i €Y.
subject to SINR® > v, VYie Y,
SINR®; > yn, Yi,j € Yo,
P < Praz, Vi€ T,

Solve using nonlinear constrained optimizer

scipy.optimize

Pf; < Praz, Vi,j € Te, i # 4,
Solve optimization problem iteratively for Elu] <,
different frequency assignments E[T4] <¢,

i

u,rt >pr, VieT,

Algorithm 1 MNRA Algorithm

; )
Tnput S.L.F2 5, Bovie, Renac.Rye B P ryen @y nrt > Prrts Vi€ T,
Output A* = (Rb*, Rb*, P**, P .. . .
P (BB, ) Fiell, VijeT. i#j
calelate b = > Rb+Rb <Rb, VieT.
Find T, el
Initialize A; = (%, %4, %,Pmu) a . 3
for y =1: |II| do RbﬂRbi 20, Vie T,
Set Ff =F(y) €Il g ;
Find A, = (Rb3, Rb:, P2, P2) from (19) Z W; <PJ, VieT,WweQ,
end for jeT.
A* = Max (Ay) .
A P,PS, PS>0, VijeT,YoeQ
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Numerical Results

e Simulate network of various sizes repeat 1000 times
— Mix of macro, micro, pico/femto cells
— UEs uniformly distributed across cells — random S-D
— 14 cells — frequency reuse cluster size 7
— 15 cells — frequency reuse cluster size 3
— 6 US cellular bands (700, 850, 2100, 2900, 3500, 5000 MHz)
— Shortest path routing between source — destination
— No signaling/overhead traffic

Macro Cell radius 1500
2.l : Micro Cell radius 500
— Additional parameters in Table Pico Cel radius 100
BS antenna height 35 meters
UE antenna height 1.5 meters
Max power (FCC) (Prnazx) 37 dBm
Total Number of PRBs (Rby) 100
Noise Variance (o2) -90 dBm
F? (femto) 2900 MHz
F'® (micro) 1800 MHz
F? (macro) 700 MHz
FTP traffic model
File Size 5 Mbyte

Maximum NRT flow delay £(7'y,,-¢) 50 msec
Minimum NRT user throughput (¢, ,-¢) 10 Mbps
VOIP traffic model

voice codec & 8 kbps coding rate
call activity (£) speech:exp.dist.(3 sec)
silencezexp.dist (3 sec)
call duration (d) 90 seconds
Maximum RT flow delay E(Ty-¢) 1 msec
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Sample Results

Provide 14 cell frequency reuse of 7 results — other reuse results similar
104
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* Inter-cell links require more RBs than Intra- cell.
e Femto — use more RBs for Intercell — assigned higher freq.
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Numerical Results

e Throughput higher at .

small cells = ferio

. ... 25 M
 Results are intuitive i | oo

 Assign lower frequencies ’v°
to macro cells for
coverage
 Higher frequencies at low
power for inter BS links
¢ If need more capacity
* First increase power “I0 35 00 25 so 75 w0 us 10

* Second add frequencies SINA theshold (48}
(RBs)
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Summary

* Cellular based disaster recovery communication for Smart
Infrastructures and the Public _
— Triad
* Microgrid for electrical power
¢ Cellular based wireless mesh network

* Edge computing ’1 - 3
— Developed algorithm to form mesh network by assigning frequencies and
power level to each base station to maximize throughput while meeting
QoS objectives

e Future/Related work:
— Specific real world topology examples
— Additional effects in mesh design (MIMO, traffic pattern, etc.)

v

: . O
— Reconfiguration protocols 6 ~
— Emergency Controller Design ¢ @
— VN design/deployment -

— Partial backhaul connectivity *

*R. Abhishek, et. al, “Network Virtualization and Survivability of 5G Networks: Framework, Optimization Model, and

Performance ” Proceedings IEEE International Global C ications Conference (Globecom 2018), Dec.,2018.
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